**Summary 1:**

**An integrated working environment using advanced augmented reality techniques**

In recent years, more and more elements of VR have been introduced in to assembly processes, starting from the very beginning in product design. All of this was however, limited to a VR environment and could not be carried over to the real world. To bridge this gap, AA (Augmented Assembly) was introduced. AA builds AR directly into the assembly process and enhances the real environment with virtual objects. This would lead to increase in the efficiency and comfort of the assembly process, from design to the actual assembly. Both hardware and software aspects are key components in determining the AR interactivity in such systems. Position of the user is obtained through marker tracking and the content of the display would change correspondingly. The system has a control unit block and input data collection block which process the information, then the AR is applied as a reverse projection on to a transparent reflective surface for view. During manufacturing, visual elements and audio tracks generated from processing the data collected could be used to help designer in the installation process. Other features could also be included to further simplify the assembly process.
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